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A Classic Tradeoff: Performance vs. Resources
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Really need to use all sensors/links?
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Controller Architecture: How to Choose?
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Setup: Example with Circulant Topology

n = 2 pairs of neighbors
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Decoupling the Dynamics

dx(t) = —Kx(t — 7,)dt + dw(t)
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Optimal Mean-Square Consensus

Problem

Choose the feedback gains that minimize the steady-state variance:
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Circular Formation: Decentralized-Centralized Trade-off
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Extensions to More Realistic Dynamics

dxi(t) = up,i(t)dt + dw;i(t)
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Extensions to Undirected Network
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Sneak Peek Into Solution Approach

Slowest mode max,{|z| : h(z, A) = 0} vs. eigenvalue A:
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= The two slowest modes correspond to A, and Ay

= They must be equal!

- Can be exactly solved through an SDP + an algebraic equation
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Convergence Speed: Decentralized-Centralized Trade-off

Uniform gains: K = —gL, L Laplacian matrix
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Thank you for your attention!
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